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- This task was traditionally carried out by means of sequent calculi with the consequence that the most part of these works were engrossed by tedious commutations of rules.
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- to provide an answer to the locality of the cut elimination.
- to allow a new kind of sharing nodes which neither exists in JYG nor in HvG
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- A (pre-)proof structure $\pi$ is an oriented graph such that each edge is labelled by a MALL formula and built on the set of following nodes ( $A=A_{1}=\ldots=A_{n}$ in the $C$ node).

- fixed a node, an entering edge is called premise while its (possibly) emergent edges are called conclusions.
- pending edges are called conclusions of $\pi$
- a link is the graph made by a node together with its premise(s) and its (possibly) conclusion(s).
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7. if $w$ is a weight depending on $p$ and s.t.

- it belongs to a node of $\pi$, or
- it occurs in an equation of $E$
then

$$
\begin{equation*}
w \leq\left(\sum_{i=1}^{n} w_{i}+\sum_{j=1}^{m} v_{j}\right) \quad \bmod E \tag{1}
\end{equation*}
$$

where:

- $w_{i}, 1 \leq i \leq n$, is the weight of a node $\&_{p}$;
- $v_{j}, 1 \leq j \leq m$, is the suffix of an equation $\epsilon_{p} @ v_{j}=0$ of $E$;
- $\left(\sum_{i=1}^{n} w_{i}+\sum_{j=1}^{m} v_{j}\right)$ is a monomial weight $\bmod E$;
- all weights $w_{1}, \ldots, w_{n}, v_{1}, \ldots v_{m}$ are pairwise disjoint.


## MALL Proof Structures: example 1

The following pair $\langle\pi,\{(\bar{q} @ \bar{p}=0)\}\rangle$ is a proof structure:


## MALL Proof Structures: example 2

The following pair $\langle\pi, \emptyset\rangle$ is not a proof structure

it violates the technical condition of PS definition: there exists a (axiom) node whose weight is $\bar{p}$ but $\bar{p} \not \leq q$, where $q$ is the weight of the unique $\&_{p}$ node.
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## The Request of a Correctness Criterion

- we are interested on those proof structures that correspond to proofs of the sequent calculus;
- those proof structures will be called proof nets
- there exists a Correction Crietrion that detect these PNs
- cut elimination can be defined directly on PSs
- then we have to show that the Correction Crietrion is preserved by the cut elimination


## Cut Elimination

## Cut Elimination: ax-step

If $L^{\prime}$ (resp., $L^{\prime \prime}$ ) is an axiom node of $\pi$, then $\langle\pi, E\rangle \rightsquigarrow\left\langle\pi^{\prime}, E\right\rangle$, where $\pi^{\prime}$ is obtained by removing in $\pi$ both formulas $A$ and $A^{\perp}$ (as well as $L$ ) and giving a new conclusion to $L^{\prime \prime}$ (resp., $L^{\prime}$ ), the other conclusion of $L^{\prime}$ (resp., $L^{\prime \prime}$ )


## Cut Elimination: $(\otimes / \diamond)$-step

If $L^{\prime}$ is a $\otimes$ node with premises $B$ and $C$ and $L^{\prime \prime}$ is a 8 node with premises $B^{\perp}$ and $C^{\perp}$, then $\langle\pi, E\rangle \rightsquigarrow\left\langle\pi^{\prime}, E\right\rangle$, where $\pi^{\prime}$ is obtained by removing in $\pi$ the formulas $A$ and $A^{\perp}$ as well as the cut node $L$ with $L^{\prime}$ and $L^{\prime \prime}$ and adding two new cut nodes with premises, respectively, $B, B^{\perp}$ and $C, C^{\perp}$


$$
\langle\pi, E\rangle \rightsquigarrow\left\langle\pi^{\prime}, E\right\rangle
$$



## Cut Elimination: $\left(\oplus_{i} / \&\right)$-step

If $L^{\prime}$ is a $\&_{p}$ node with weight $w$ and $B$ and $C$ as premises whose weights are, respectively, $p w$ and $\bar{p} w$, and $L^{\prime \prime}$ is a $\oplus_{1}$ node with premise $B^{\perp}$ in $\pi$, then $\langle\pi, E\rangle \rightsquigarrow\left\langle\pi^{\prime}, E^{\prime}\right\rangle$ as below


$$
\langle\pi, E\rangle \rightsquigarrow\left\langle\pi^{\prime}, E^{\prime}\right\rangle
$$



$$
w=p w \bmod E^{\prime}
$$

- $E^{\prime}=E \cup\{\bar{p} @ w=0\} ;$
- $\pi^{\prime}$ is what remains still nonzero, $\bmod E^{\prime}$, w.r.t. $\pi$.
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Case $(\gamma / C)$-step is analogous (replace $\otimes s$ with $\gamma s)$.
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Theorem (Stability of Correctness Criterion)
If a $P S\langle\pi, E\rangle$ is correct and it reduces in one step to $\left\langle\pi^{\prime}, E^{\prime}\right\rangle$, then $\left\langle\pi^{\prime}, E^{\prime}\right\rangle$ is still a correct PS.

## Strong Cut Elimination

Theorem
We can always strongly reduce a proof net $\langle\pi, E\rangle$ into a proof net $\left\langle\pi^{\prime}, E^{\prime}\right\rangle$ that is cut-free, by iterating the reduction steps.

## Strong Cut Elimination

Theorem
We can always strongly reduce a proof net $\langle\pi, E\rangle$ into a proof net $\left\langle\pi^{\prime}, E^{\prime}\right\rangle$ that is cut-free, by iterating the reduction steps.

Proof.
The proof is by lexicographic induction on the word

$$
\sharp 1, \ldots, \sharp n
$$

## Strong Cut Elimination

Theorem
We can always strongly reduce a proof net $\langle\pi, E\rangle$ into a proof net $\left\langle\pi^{\prime}, E^{\prime}\right\rangle$ that is cut-free, by iterating the reduction steps.

Proof.
The proof is by lexicographic induction on the word

$$
\sharp 1, \ldots, \sharp n
$$

- $n$ is the number of variables (eigen or prefix weights) of $\langle\pi, E\rangle$;


## Strong Cut Elimination

Theorem
We can always strongly reduce a proof net $\langle\pi, E\rangle$ into a proof net $\left\langle\pi^{\prime}, E^{\prime}\right\rangle$ that is cut-free, by iterating the reduction steps.

Proof.
The proof is by lexicographic induction on the word

$$
\sharp 1, \ldots, \sharp n
$$

- $n$ is the number of variables (eigen or prefix weights) of $\langle\pi, E\rangle$;
- $\sharp i$, with $1 \leq i \leq n$, is the sum of the logical complexities of all cuts whose depth is $i$.


## Strong Cut Elimination

Theorem
We can always strongly reduce a proof net $\langle\pi, E\rangle$ into a proof net $\left\langle\pi^{\prime}, E^{\prime}\right\rangle$ that is cut-free, by iterating the reduction steps.

Proof.
The proof is by lexicographic induction on the word

$$
\sharp 1, \ldots, \sharp n
$$

- $n$ is the number of variables (eigen or prefix weights) of $\langle\pi, E\rangle$;
- $\sharp i$, with $1 \leq i \leq n$, is the sum of the logical complexities of all cuts whose depth is $i$.
- the depth $\delta(L)$ of a node $L$ is $\max \left(\left|w_{1}\right|,\left|w_{2}\right|\right)$, if


## Strong Cut Elimination

Theorem
We can always strongly reduce a proof net $\langle\pi, E\rangle$ into a proof net $\left\langle\pi^{\prime}, E^{\prime}\right\rangle$ that is cut-free, by iterating the reduction steps.

Proof.
The proof is by lexicographic induction on the word

$$
\sharp 1, \ldots, \sharp n
$$

- $n$ is the number of variables (eigen or prefix weights) of $\langle\pi, E\rangle$;
- $\sharp i$, with $1 \leq i \leq n$, is the sum of the logical complexities of all cuts whose depth is $i$.
- the depth $\delta(L)$ of a node $L$ is $\max \left(\left|w_{1}\right|,\left|w_{2}\right|\right)$, if
- $w_{1}$ and $w_{2}$ are equivalent (modulo $E$ ) weights of $L$ and


## Strong Cut Elimination

Theorem
We can always strongly reduce a proof net $\langle\pi, E\rangle$ into a proof net $\left\langle\pi^{\prime}, E^{\prime}\right\rangle$ that is cut-free, by iterating the reduction steps.

Proof.
The proof is by lexicographic induction on the word

$$
\sharp 1, \ldots, \sharp n
$$

- $n$ is the number of variables (eigen or prefix weights) of $\langle\pi, E\rangle$;
- $\sharp i$, with $1 \leq i \leq n$, is the sum of the logical complexities of all cuts whose depth is $i$.
- the depth $\delta(L)$ of a node $L$ is $\max \left(\left|w_{1}\right|,\left|w_{2}\right|\right)$, if
- $w_{1}$ and $w_{2}$ are equivalent (modulo $E$ ) weights of $L$ and
- $\left|w_{j}\right|$, for $j=1,2$, is the length of $w_{j}$.
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## Confluence

Theorem (local confluence)
Let $\langle\pi, E\rangle$ be a proof net with two cut nodes, $L_{1}$ and $L_{2}$, and let

- $\alpha$ be the cut reduction $\langle\pi, E\rangle \rightsquigarrow L_{1}\left\langle\pi_{1}, E_{1}\right\rangle$ and
- $\beta$ be the cut reduction $\langle\pi, E\rangle \rightsquigarrow L_{2}\left\langle\pi_{2}, E_{2}\right\rangle$,
then there exists a proof net $\left\langle\pi^{*}, E^{*}\right\rangle$ which $\left\langle\pi_{i}, E_{i}\right\rangle$, for $1 \leq i \leq 2$, reduces to in at most one step.


## conclusions

